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About me

Founded in 1996,  
recently celebrated 25th anniversary!



Most SE papers nowadays are empirical!

• Over the last ~25 years (1996-2021):


• 1. Have the topics changed?


• 2. Have the research methods changed?


• 3. Have the empirical basis changed?


• i.e. has the amount of and quality of empirical evidence provided changed/improved?

But how has ESE evolved?



Relevant also for CS and ML/AI!



Methodology

• Main idea: 


• Use novel DNN Language models for text embedding to study abstract similarity


• Cluster papers together if close in embedded space => topics/groups


• Match keywords and abstract for common research methods


• Sample some old and some new papers per research method & check “empirical basis”


• Extracted meta-data of EMSE (journal) paper data for 1996-2021


• Included every second year of ESEM (conference) up to 2019


• IEEE Explore is not complete & ACM DL harder to extract data from


• Filtered out short papers (<=6 pages) as well as non-research papers (editorials etc)


• Made som effort to exclude systematic literature reviews but this was inexact


• Focus is on primary research



Disclaimers

• Springer Link data is not perfect (especially for older papers) 

• Not uncommon that there are merged words and other data problems


• I don’t think this should have major impact (embedding methods are on low-level, a few 
characters, so very few n-grams around problem are incorrect) but I haven’t verified it



More disclaimers

• Springer Links data is not perfect (especially for older papers) 

• It happens that later paragraphs in the abstract has not been properly added to meta-
data


• This sometimes happened for older papers (EMSEJ was not a Springer journal when 
started and they have partly imported data at some point) but very rarely for newer ones


• Overall, this analysis is in now way “perfect” and can only be used as a rough indication of 
the main topics; beware! In particular, the analysis of research methods and empirical basis is 
a very initial/early one.



Overview of included papers

Venue Years Num papers Median # 
pages

Mean # 
pages

InterQuartileRange 
# pages

EMSE 
Journal 1996-2021 1017 35 36 29-42

ESEM 
Conference

2007, 2009, 
2011, 2012, 
2013, 2015, 
2017, 2019

264 10 10 10-10

BUT please note: Cannot directly compare 

number of pages, since formats differ a lot.


In number of words, journal papers tend to be 

~40-110% bigger than conference papers IMHO.



Number of papers (included) per year



Topic modeling

• BERTopic library


• BERT


• all-mpnet-base-v2 LLM


• 768 floats in embedding vectors


• UMAP for plotting in 2D


• HDBScan for clustering (no need to select number of clusters)


• Downside is a rather large “REST” topic with the documents without a cluster


• When applied to our sample:


• Finds 35 clusters (topics) and 1 “REST” cluster with 286 (22%) papers with no topic 
assigned





Top-20 Topics, 1996-2021



Testing: “Still going strong”



Testing: “Still going strong”

Testing Machine Learning and DNNs
Recent rise:



App analysis: “Explosive growth, but now what?”



Cost estimation: “Decline or Slow but steady!?”



Replications & secondary: “Rising again?”



Repository mining: “Clearly rising”



Security / vulnerabilities: “Never really taking off?”



Can we see some Empirical SE topic trends?
• Topic modeling can help find interesting patterns!

• But many topics => hard to analyse trends over time, some patterns:

• Strong showing for long & no signs of slowing down:

• Testing, Replications & secondary studies


• Recent rising “stars”: 

• App analysis, Repository mining, Issue/report localization


• Classic but possibly slowing down: 

• Cost estimation, Design/classes and metrics, Project measurement


• Many papers in ESE are in-between topics or hard to classify



Which research methods are used the most?

• Overall hard to judge from abstract; need more advanced method (NLP!?) for the future!


• In particular for older papers (more variation, less well defined/named)


• In particular for conference papers (often say just “empirical study”)


• Interview studies and User Studies on the rise


• Main problem is that for most papers we couldn’t judge the method used (with our  
(admittedly too simple) analysis). But was often hard to do even if done manually!



Which methods are used together?

Overall, few multi-method papers 
(or not clear from abstract)!



Differences in “empirical basis”?
• Empirical basis =“amount” & “quality”/relevance of empirical evidence/

data (in absolute terms)

• “Value” of evidence is typically relative to novelty/maturity of topic:

• Relative value of (same) absolute amount of information decreases over time

• “Yet another study showing that code size is a good proxy for X”

• But first time this is shown the scientific value can be very high!

• Can be contrasted with: 

• “Some (new) information is better than no (new) information!”

• Novelty not a key aspect if research is sound



Lets look at “empirical basis” of interview studies
• Study 1 from 2005:

• 4 companies for theory/method formation/development:

• One interviewee at each company


• Discourse analysis of interviews and ethnographic data


• 1 validation company:

• Observed and interviewed developers for a week


• “interviewed numerous people”


• No clear discussion of analysis method, quotes from interviews, interleaved in an 
interpretation / narrative of the authors


• Summary:

• Interviewees not clarified in a table, nor described in common form

• Even their number is not clear, 4+4?



“empirical basis” of interview studies #2
• 2013 study

• Multiple data sources: tool evaluations, interviews, a survey

• 12 interviews in 4 companies, mapping to companies or roles unclear

• 6 survey responses from 2 companies, rest answered “in groups”


• Summary:

• Interviewees not clarified in a table, just described overall

• Roles and mapping to companies unclear



“empirical basis” of interview studies #3
• 2021 study

• Multiple data sources: experiment, survey, semi-struct interviews

• 40 participants from 12 companies

• Full replication package with (quantitative) data + analysis scripts

• Study design clarified in diagram (pointers to detailed tables)

• Thematic analysis for qualitative data, Bayesian analysis for quant.


• Summary:

• However, not clarified if all participants also interviewed or only some

• Length of interviews unclear (post-task so presumably short)

• Roles and mapping to companies unclear



2 proposals & 2 warnings
• Increase methodological clarity!

• Both in thinking, designing and reporting of research


• Pre-registration can help, fosters early clarity!


• JSON format for methodological description & empirical basis!?


• Causal graphs / modeling

• Clearly suited to experiments & confirmatory research


• But also for qualitative studies (see IS) and tools/tech


• Risk of uniformity of study designs

• Reduced creativity, new methodologies, new combinations


• Focusing only on quantity of empirical basis

• High quantity of relevant, high-quality data is key



(Pre-)Registered Reports helps clarify methods, data, analysis

Illustration by David Parkins in Nature, September 2019



research_method.json - meta-data to clarify methods & empirical basis



Causal Modeling with graphs (à la Pearl)



Causal Graphs also for Qualitative & Exploratory?!



Causal Graphs also for Qualitative!



But beware!
• Risk of uniformity of study designs

• Can reduce creativity, 

• Can reduce exploration of alt methodologies

• Can reduce multi-method studies


• Focusing only on quantity of empirical basis

• Repository studies that just increase 

• # of projects/files/classes/methods


• But are all projects relevant?

• Bad example: Classify projects based on majority of programming 

language used in its files - interaction, differences, nuance discarded



Dare think early about your causal model 
Clarify factors and estimand(s). Postulate causal model in line with prior 

research and common sense.

Recommendations! (1)

Explicitly state research model 
Use Pearl DAG or other path model/diagram to clarify constructs & hypotheses. 

Define constructs & operationalisations clearly. Also for qualitative studies.

Pre-Register your research 
Several conference tracks & journals (EMSE, TOSEM) now support this.

Share data and analysis scripts 
Replication package with data as well as scripts. Even for qualitative data 

(when allowed).



Clearly report on model, data, and analysis 
Also in abstract.


Consider empirical standards to help guide reporting & clarity.

Recommendations! (2)

Explore multiple- & alternative methodologies 
Avoid using only the “standard”, normal, or currently accepted/trendy 

methodologies. Consider which data your context give access to and adapt to it.

Increase quantity & quality of empirical basis 
Fewer but stronger studies is often better for science longer-term.

But consider quality and relevance of data for your hypotheses.


Quantity is rarely a quality in itself.



Manifesto for Empirical Software Engineering 2.0

Empirical evidence over theoretical & formal arguments

Systematic & explicit methods over one-off, unique studies

Practical context & impact over clean but simplified lab studies

Truth over novelty, relevance and importance

Plurality & nuance over simple, dichotomous claims

Human factors over algorithms & technology

Explanations & theories over descriptions of data at hand


